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ABSTRACT
Scaling network packet processing performance to meet the in-
creasing speed of network ports requires software programs to
carefully leverage the network devices’ hardware features. This is
a complex task for network programmers, who need to learn and
deal with the heterogeneity of device architectures, and re-think
their software to leverage them. In this paper we make first steps
to reverse this design process, enabling the automatic generation
of tailored hardware designs starting from a network packet pro-
cessing program. We introduce eHDL, a high-level synthesis tool
that automatically generates hardware pipelines from unmodified
Linux’s eBPF/XDP programs. eHDL is designed to enable software
developers to directly define and implement the hardware functions
they need in the NIC. We prototype eHDL targeting a Xilinx Alveo
U50 FPGA NIC, and evaluate it with a set of 5 eBPF/XDP programs.
Our results show that the generated pipelines are efficient in terms
of required hardware resources, using only 6.5%-13.3% of the FPGA,
and always achieve the line rate forwarding throughput with about
1 microsecond of per-packet forwarding latency. Compared to other
network-specific high-level synthesis tool, eHDL enables software
programmers with no hardware expertise to describe stateful func-
tions that operate on the entire packet data. Compared to alternative
processor-based solutions that perform eBFP/XDP offloading to a
NIC, eHDL provides 10-100x higher throughput.

CCS CONCEPTS
• Networks → Programming interfaces; • Hardware → Hard-
ware description languages and compilation.
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1 INTRODUCTION
The per-port network speeds of server’s network interface cards
(NICs) is growing to over 100Gbps, requiring new system approaches
to perform efficient network packet processing without overload-
ing the host system’s CPU. This is driving research in the per-
application specialization of the entire networking subsystem, in-
cluding the software network stacks [10] and NIC hardware [13,
16, 21, 28, 33, 35, 45].

The NIC data plane is a current focus for innovation, with many
established CPU offload/acceleration features [24] being comple-
mented by new programmable functions, such as programmable
packet parsers and forwarding tables [3]. Nonetheless, most NIC
designs are optimized for a selected set of large volume use cases,
such as virtual switch offloading [36]. Other use cases are either not
supported [39], or implementing them to leverage the new features
requires a large ad-hoc engineering effort [7, 12, 29, 37, 38]. As a
matter of fact, the recent large acquisitions of network hardware
vendors in the semiconductor market are usually coupled with
equally big, or bigger, investments on the software stacks required
to leverage the new hardware at best [42].
What if software developers could directly define and implement the
hardware functions they need in the NIC?

We notice that Linux recently included the ability to inject small
programs into the kernel, using the eBPF technology, in order to cus-
tomize the once fixed kernel’s operations [22]. eBPF programs can
be attached in different hooks in the Linux kernel and, among other
uses, programmers use eBPF also to define packet processing tasks.
eXpress Data Path (XDP) [19] is the hook in the earliest networking
driver stage, i.e., before a packet is received by the kernel’s network
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Figure 1: eHDL takes unmodified eBPF programs and gener-
ates tailored hardware to run them at line-rate

stack. For instance, network and service providers use XDP to im-
plement load balancing [11], security [2], monitoring [18], deep
packet inspection [41] and policy enforcement [8].

While purely in software, XDP programs effectively define pro-
cessing tasks that are desired at the NIC level (although within
its driver). We argue that such programs may in fact work as a
formal specification of the needed hardware functions in the NIC,
providing a straightforward interface for software developers to
define their own NIC features.

Working towards such vision, we introduce eHDL, a high-level
synthesis tool to turn eBPF/XDP programs into tailored hardware
designs. eHDL solves three challenging issues: (i) turning a sequen-
tial program description into a (parallel) hardware implementa-
tion; (ii) transparently ensuring correct program operations, e.g.,
data consistency; (iii) and minimization of hardware resources re-
quirements for the generated designs. To address these issues, we
represent unmodified eBPF/XDP programs as a set of sequential
transformations in a pipeline. Each pipeline’s stage transforms the
input packet and the program state, comprising eBPF’s registers
and stack, and provides the transformed data to the next stage.

eHDL uses the above representation to implement a hardware
synthesis process in three steps: (i) program instructions paralleliza-
tion; (ii) hardware primitives mapping; (iii) consistency handling
and optimizations. During parallelization, we group the original
eBPF program’s instructions into schedules with varying degrees
of parallelism, according to the program’s control flow and data
dependencies. Each group corresponds to a pipeline’s stage, and
each stage carries along a full replica of the current packet and
program’s state. We then define a library of hardware primitives
to implement the eBPF instructions, and more complex eBPF data
structures, such as maps (e.g., hash tables). During the second step,
we combine such primitives to implement each stage’s transforma-
tions. The resulting hardware design is a sequential pipeline: at any
point in time there may be as many parallel program executions
(and packets) as the number of stages. eHDL further processes this
initial design during the third step, to include data consistency
handling, and several optimizations that minimize the number of
pipeline stages and hardware resources requirements. To optimize
the pipeline we borrowed some well-know optimization techniques
developed for microprocessor pipelines such as speculative execu-
tion or predication. The resulting hardware has only the features
strictly required by the input program.

We prototype the hardware designs generated by eHDL using a
Xilinx Alveo U50 100Gbps FPGA NIC (See Figure 1). FPGAs are
a type of re-configurable hardware, and FPGA NICs are widely
adopted in datacenter [6], 5G networks [32] and monitoring scenar-
ios [31]. We test eHDL with five eBPF/XDP programs: the Linux’s
eBPF Router and Tunnel programs; an UDP firewall; the network
security monitor Suricata [41]; and a dynamic DNAT. For all these
applications, and when processing packets within the NIC, eHDL
pipelines forward 100Gbps (line rate) with 64B packets, i.e., 148
Million packets per second (Mpps), with a per-packet forwarding
latency of one microsecond. Furthermore, the generated pipelines
use only 6.5%-13.3% of the FPGA hardware resources (Cf. Section 5).
Compared to network-specific high-level synthesis tools, eHDL can
describe stateful functions not supported by past works, and re-
quires no hardware expertise, unlike more expressive, general pur-
pose high-level synthesis tools. Compared to alternative processor-
based solutions that perform eBFP/XDP offloading to a NIC (both in
ASIC [33] and FPGA [5]), eHDL provides 10-100x higher throughput,
depending on the implemented program.
In summary, our contributions are:
• a method to generate hardware pipelines starting from functions
described by eBPF programs;

• eHDL, a High-level Synthesis tool that converts eBPF programs
into RTL hardware descriptions;

• a detailed evaluation of the hardware pipelines generated by
eHDL, including end-to-end tests with unmodified real-world
eBPF programs and microbenchmarks.

2 BACKGROUND AND CONCEPT
Enabling software developers to define their own hardware func-
tions requires to abstract away the hardware design process, making
it declarative. This means that a developer should specify what a
given task does, instead of defining how to do it. A convenient way
to describe a task’s goal is to provide a program that implements the
task, but using a formalism that is familiar to the software developer,
for instance asking the developer to write a C program. While the
software program is in fact telling how to do the task, in the process
it specifies unambiguously its goal. In this sense, past work has
extensively explored the problem of taking a high-level program
and turning it into a hardware design, in the field of High-Level
Synthesis (HLS) [23, 30, 34, 43]. Given this large body of previous
work, why is eHDL needed at all? The main reason is that all the
previous works either limit the supported hardware functions to
simpler (mostly) stateless packet header processing, or they require
the programmer to have hardware design expertise.

The rest of this section presents related work and how eHDL
extends them.

2.1 Related Work
Network HLS. The HLS tools dedicated to networking use cases
usually adopt the P4 language [3], and target both FPGA [20, 43, 44]
and programmable ASIC platforms [17, 25, 40]. P4 is a domain-
specific language specialized to describe packet header parsing and
classification tasks, and was developed in parallel with a reference
hardware architecture called PISA, directly deriving assumptions
and programming models from earlier work on programmable
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switching chips [4]. In fact, all the mentioned tools implement a
PISA-like architecture for the hardware. A PISA-like architecture is
especially suited for simpler packet header processing tasks (header
parsing, classification) but has limited support for functions that
need to keep state across the processing of multiple packets. This
ultimately limits the functions a programmer can specify to mostly
stateless packet classification tasks [29, 38]. For example, in Section 5
we could not implement a dynamic NAT function using the Xilinx
SDNet P4 HLS compiler [44], due to the inability to specify a way
to update the address translation tables required by the function.
General HLS. General purpose HLS tools [23, 30, 34], such as
Xilinx Vitis HLS (Vitis) [46], allow programmers to describe
hardware blocks in languages like C or C++, enabling the use of
advanced language features like loops and classes. This makes
hardware description faster than using traditional RTL languages
(VHDL or Verilog). Furthermore, the tool can usually avoid a clock
cycle-level hardware description, taking care of automatically defin-
ing the best allocation and scheduling strategy to meet area and
throughput constraints [9]. Nonetheless, these tools assume that
the programmer is in fact an expert in hardware design. That is,
they do not abstract away the hardware design process, instead
they provide a more convenient way to describe hardware. For
example, Vitis uses #pragma statements to guide the compiler on
how to handle the program (e.g., define datapath size, unrolling
loops). Likewise, interfacing with the memories and hardware mod-
ules requires a deep knowledge on the possible choices between
datatypes and IN/OUT protocols (e.g., Vitis makes extensive use of
different flavours of the AXI4 protocol). This ultimately requires the
programmer to specify in details the hardware behavior, including
how to handle critical issues such as data consistency.

In short, we point out the main differences between eHDL and
General HLS as follows:

• eHDL builds efficient pipelines that avoid timing closure prob-
lems without using hardware-related pragma/annotations.

• General HLS techniques usually work at data level, while
eHDL works at a higher level of abstraction, i.e. at the packet
level. This simplifies the design of network functions, and it
is the level of abstraction commonly expected by network
function programmers.

• eHDL automatically handles data consistency without (or
with a very small) throughput degradation, implementing
hazard avoidance techniques. Other HLS tools conservatively
lower throughput regardless of the actual hazard, unless
manual handling is performed.

• eHDL synthetizes hardware starting from bytecode (i.e., a
sequence of RISC-like instructions), whereas existing HLS
tools assume access to source code, e.g. C++. This makes the
network programmer able to describe eBPF programs using
different languages, e.g., C or Rust.

We present some examples in appendix A.4 to highlight the differ-
ence in user experience between eHDL and other HLS tools.

2.2 Why eBPF/XDP Helps?
Similarly to general HLS tools, programmers usually write eBPF
programs using a high-level language, such as C. However, un-
like general HLS tools, eBPF programs look like regular software,

1 int example(struct xdp_md *ctx) {

2 void *data_end = (void *)( long)ctx ->data_end;

3 void *data = (void *)( long)ctx ->data;

4 struct ethhdr *eth = data;

5 long *value;

6 int key = 0;

8 if ((data + sizeof (*eth)) > data_end)

9 return XDP_DROP;

11 if (eth ->h_proto == ETH_P_IP)

12 key = 1;

13 else if (eth ->h_proto == ETH_P_IPV6)

14 key = 2;

15 else if (eth ->h_proto == ETH_P_ARP)

16 key = 3;

18 value = bpf_map_lookup_elem (&stats , &key);

19 if (value)

20 __sync_fetch_and_add(value , 1);

22 return XDP_TX;

23 }

Listing 1: A toy eBPF/XDP program example in C

although the eBPF/XDP environment enforces a specific program-
ming model. This model is more constrained than general purpose
languages, yet more flexible than network-specific languages such
as P4. As wewill see, this balance between constraints and flexibility
is what enables eHDL to remove any hardware expertise require-
ments, while supporting unmodified eBPF/XDP programs that can
easily express a large range of network applications. The eBPF lim-
itations work on a twofold level: the computation performed in the
kernel is both time and memory bounded. This corresponds to a
set of limitations that are easily mapped to hardware constraints.
Time-boundedmeans that the number of loops is given at compile
time. In this way backward branches are only allowed in bounded
loops so that they can be unrolled in a hardware pipeline. Similarly,
memory-boundedmeans that there is no dynamic allocation, and
the eBPF virtual machine memory is sharply split into two different
types: (i) one memory is for per-packet operation, it is limited to
the packet payload plus a limited temporary memory that the eBPF
compiler manages as a stack; (ii) a memory that should persist
across the processing of different packets. This memory is provided
by eBPF using the concept of maps. To further clarify this aspect,
we provide an eBPF/XDP program example in Listing 1.

The program counts received packets according to their Ether-
net protocol’s type field. We notice two important aspects: (i) the
program receives as input an xdp_md struct, which contains point-
ers to the packet data buffer (Lines 2-3); (ii) the program accesses
memory that is kept across executions (e.g., flow counters) using
a map data structure (𝑠𝑡𝑎𝑡𝑠 , defined outside the program scope)
and helper functions (Lines 18, 20). Both aspects point to the pro-
gramming model enforced by eBPF/XDP. A new program starts
each time a packet is received, and the input and output of the
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1 0: r2 = *(u32 *)(r1 + 4)

2 1: r1 = *(u32 *)(r1 + 0)

3 2: r3 = 0

4 3: *(u32 *)(r10 - 4) = r3

5 [...]

6 8: r2 = *(u8 *)(r1 + 12)

7 9: r1 = *(u8 *)(r1 + 13)

8 10: r1 <<= 8

9 11: r1 |= r2

10 12: if r1 == 34525 goto +4

11 [...]

12 19: r1 = 3

13 20: *(u32 *)(r10 - 4) = r1

14 21: r2 = r10

15 22: r2 += -4

16 23: r1 = 0 ll

17 25: call 1

18 26: r1 = r0

19 27: r0 = 3

20 28: if r1 == 0 goto +2

21 29: r2 = 1

22 30: lock *(u64 *)(r1 + 0) += r2

23 31: exit

Listing 2: eBPF bytecode for the program from Listing 1

program are the packet and related metadata (e.g., the transmit -
XDP_TX - forwarding decision, Line 22). Any access to memory
that persists across program executions uses helper functions and
maps. This provides a way to clearly separate memory areas that
live only within the program scope (e.g., key), from those that per-
sist across different executions (e.g., the data pointed by value),
and from those that should be moved towards next execution steps
(e.g., the packet pointed by data). Furthermore, with the excep-
tion of the reading/writing to maps memory, the program has no
other side-effects or dependencies. Therefore the evolution of each
data variable, including the packet data, is fully specified within
the program itself. In fact, helper functions might introduce side
effects, but they are a fixed set of pre-specified functions with a
fixed interface to exchange data with the eBPF program’s context.
This combination of factors allows us to make several assumptions
about the control flow and data dependencies of the program, and
therefore it makes possible to apply hardware design templates that
can efficiently implement the program in a parallel fashion.

2.3 From eBPF to Hardware Pipelines
To explain how to derive hardware designs from XDP programs,
we need a brief background about eBPF. eBPF programs run in the
Linux kernel on the eBPF virtual machine: a RISC register-machine
with 11 64b general purpose registers, 512B memory stack, and its
own Instruction-Set Architecture (ISA). Registers and stack describe
the entire current program state, whereas persisted state is located
in maps. Programmers write eBPF programs using a high-level
language, e.g. Listing 1, and then compile them to bytecode, i.e., a
sequence of eBPF ISA instructions like the one shown in Listing 2.
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Figure 2: eHDL represents programs as a sequence of trans-
formations on the packet and program state (register, stack).
Maps are the only interface with external variables.

To turn eBPF bytecode into hardware designs, our idea is to de-
scribe the program in terms of state evolution, where the program’s
state is the combination of the packet data, and eBPF’s registers and
stack. In this abstraction each eBPF instruction becomes a transfor-
mation over the state so defined: an eBPF instruction reads from
one of the memories areas and writes the result in a target memory
area (See Figure 2). For instance, in Listing 2 instructions 8 and
9 move data among memories: they read a value from the packet
memory and copy it in registers 𝑅2 and 𝑅1, respectively. Instruction
22, instead, reads a value from 𝑅2, transforms it performing a SUM
with the constant −4, and writes the result back to 𝑅2.

Therefore, building on this intuition we can describe the pro-
gram as a hardware design that effectively unrolls the program’s
instructions in a sequential pipeline, in which each stage contains
a full copy of the packet data, registers and stack. The eBPF instruc-
tions define connections and operations between the 𝑖-th stage’s
memory areas and the 𝑖 + 1-th stage’s memory areas. Since all the
pipeline stages perform operations in parallel, this hardware design
can potentially process in parallel as many packets as the number
of pipeline’s stages.

2.4 Challenges
The pipelined design described so far introduces two issues.

First, replicating the program state in each stage leads to ineffi-
cient use of hardware resources. For example, each stage requires
over 2KB of memory: at least 1500B to hold a packet, 512B for the
stack, and 88B for the 11 64b registers of the eBPF architecture. A
single program can easily have in the order of hundreds of instruc-
tions and therefore as many stages. In real deployments, it is also
possible that multiple XDP programs are loaded at the same time
(e.g., to handle different types of protocols/traffic). This ultimately
points to a need to reduce the per-stage memory resources and the
overall number of stages.

Second, maps can introduce data consistency issues. In fact, maps
memory can be read and written in different parts of the program.
Since programs are unrolled as a pipeline in hardware, this effec-
tively means that race conditions might arise. In particular, there
are two possible data hazards: (i) a WAR (Write After Read) hazard,
when the write operation erases the existing data too early; and
(ii) a RAW (Read After Write) hazard in which the read operation
reads stale data.

3 DESIGN
We design eHDL to work as a bytecode-to-source compiler. It takes
as input unmodified eBPF bytecode and outputs HDL (VHDL). The
generated HDL is e.g., ready for integration in an FPGA NIC shell,
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which provides access to I/O interfaces and PCIe bus, using the
target FPGA compiler toolchain.

To address the challenges outlined in Section 2, eHDL performs
compile-time analysis and optimization. First, eHDL statically ana-
lyzes the input bytecode to extract any instructions dependencies.
This enables to extract instruction-level parallelism (ILP) and to
track what subset of the program state is actually required at any
point in the execution of the program. In the process, eHDL tracks
the memory areas accessed by the instructions, i.e., Stack, Packet or
Map, and labels each instruction accordingly. Second, eHDL applies
instructions fusion, e.g., using three-operand instructions in place
of two-operand ones. The outcomes of these first steps are: (i) the
program’s Control-Flow Graph (CFG); (ii) the Data-Dependency
Graph (DDG); and (iii) a parallel schedule of execution of the la-
beled program’s instructions. Each row in the schedule contains
instructions that can be executed in parallel and corresponds to a
pipeline’s stage. With the logical program’s pipeline laid out, eHDL
then proceeds to: (i) map logical instructions to hardware "template"
blocks; (ii) enforce the program control flow on the pipeline; (ii)
handle data consistency issues for map memory (§ 4.1); and (iv)
minimize the size of the program state applying packet framing
(§ 4.2) and register pruning (§ 4.3).

The result of these steps is a hardware design that supports
the full eBPF ISA, helper functions and maps, while addressing
the resource minimization and data consistency issues outlined
earlier. The remainder of this section presents the steps to build the
complete pipeline, while we defer to Section 4 the discussion about
maps support and optimization.

3.1 Program Analysis and Instruction Labeling
As a first step, eHDL builds the program’s CFG and DDG. Then,
traversing these two graphs, it inspects every program’s load and
store instructions to identify the type of memory area read/written
by each of them. In fact, eBPF includes three types of memory:
the program’s stack; the packet buffer; map memory. Furthermore,
each map defined within the program has its own dedicated address
space. eHDL assigns a label corresponding to the related memory
area to each instruction. The analysis is performed as follows.

First, eHDL tracks the use of 𝑅10, which is a read-only eBPF reg-
ister that contains the stack pointer of the program. The load/store
instructions reading 𝑅10 for the target memory address are access-
ing the stack. Using the CFG and DDG, eHDL then tracks all the
downstream variables that contain values derived from 𝑅10 (e.g.,
r9 = r10 +10 ). All the instructions using these values are labeled
as stack memory. Second, eHDL tracks the use of 𝑅1, which is set

at program start to point to the xdp_md struct. The struct contains
the packet buffer address (xdp_md->data) that is usually read at
the beginning of the program. Like in the previous case, eHDL per-
forms register dependency analysis to label instructions that use
the packet buffer address (and derived variables) as packet memory.
Finally, eHDL tracks the use of 𝑅0, which holds a pointer to a specific
map after every call to bpf_map_lookup_elem() . In this case, the
register dependency analysis is used to label instructions with map
memory labels that are specific to each map.

As we will see next, the memory type labels play an important
role during the generation of the hardware pipeline, since they
identify hardware primitives that should be instantiated. Likewise,
they also allow eHDL to identify data hazards.

3.2 Instruction Fusion and Transformation
The direct implementation of eBPF instructions in the pipeline
allows us to easily extend the eBPF ISA to fuse multiple instructions
in one. For instance, we could use three-operand operations in place
of two-operand ones [5]. That is, we can generate a given instruction
when needed.1

More generally, we remark that in a processor implementation
expanding the ISA requires to study the trade-off between the
extended instruction’s resource requirements and the effective
gain (e.g., how often the new instruction is used). For example,
in hXDP [5], a processor tailored for eBPF/XDP programs execu-
tion, the use of 6-bytes load and store instructions is useful only
when the eBPF network function modifies the MAC addresses, oth-
erwise it creates just resources overhead. Instead in eHDL there’s no
trade-off to be evaluated when fusing instructions since we deploy
the associated hardware architecture for the new ISA instructions
only when needed.

3.3 Parallelization
The parallelization step leverages instruction-level parallelism to
execute multiple instructions in the same clock cycle. This has the
potential to reduce the number of stages in the pipeline, since each
stage could execute more than a single instruction. We analyze
instruction-level parallelism using the CFG and DDG: two instruc-
tions can be executed in parallel if they belong to the same control
block, and if they have no data dependencies among each other.

Like when defining new ISA instructions, the ad-hoc generation
of hardware designs of eHDL allows us to avoid trade-off decisions

1The new instructions should not limit the pipeline clock frequency. Aggressive instruc-
tions fusion might require additional mechanisms to balance the instructions-fusion
and the maximum pipeline clock frequency.
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that are typical in fixed designs. In the case of parallel executions
of multiple instructions, it is common to trade-off between the
achievable parallelism and the hardware resource requirements.
In particular, providing hardware to execute a small number of
parallel instructions constrains the level of parallelism. In contrast,
more hardware to run instructions in parallel will lead to often idle
(i.e., wasted) subsystems, since control and data dependencies cause
programs to have varying degrees of instruction-level parallelism
during their execution. The hardware pipelines generated by eHDL
are tailored to a specific program, so the degree of parallelism can
grow and shrink in each pipeline’s stage. That is, when a set of
instructions can run in parallel, eHDL expands the stage to run all
of them in that stage. Conversely, if a next instruction cannot be
executed in parallel with any other instruction, eHDL will generate
a pipeline stage that has only the amount of resources required to
run a single instruction.

3.4 Template Hardware Primitives
The parallelization step provides a logical pipeline, which has to
be translated into a corresponding hardware pipeline. We perform
this step mapping each instruction to a set of hardware primitives
that implement the individual transformations. Depending on the
type of instruction (register to register, load/store, call/jmp) and the
instruction label (stack memory, packet memory, map memory),
we instantiate one or more different hardware primitives between
two pipeline’s stages. Next we detail the main primitives.

3.4.1 Simple instructions. Register to register. Instructions that
use immediate values and/or the 𝑅0-𝑅10 registers (e.g., add, sub,
and, etc.) take source registers from the 𝑖-th stage and the desti-
nation register is the corresponding element of the array of eBPF
registers of the (𝑖 + 1)-th stage (See Figure 3 for an example).
Load and store. Instructions that load/store from/to the stack or
packet memory can be implemented as a direct connection between
elements of the respective register arrays. Figure 4 shows the map-
ping of two load instructions. These instructions are implemented
by simply connecting an element of the packet array at the 𝑖-th
stage with the 𝑅1 and 𝑅2 registers of the (𝑖 + 1)-th stage. Store
instructions work in a similar way, connecting the 𝑖-th stage of the
register array with the (𝑖 + 1)-th stage of the packet or stack array.

3.4.2 Helper Functions. Helper functions are outside of the byte-
code scope, and they are defined within each kernel version. This
allows us to efficiently implement each relevant helper function
as a custom hardware block.2 Figure 5 shows an example of the
insertion of a helper function as a dedicated hardware block be-
tween two pipeline’s stages. In particular, we defined a common
hardware interface for all helper functions blocks, mimicking the
eBPF helper function’s software interface: (i) 𝑅1-𝑅5 provide the
input parameters, therefore they feed the corresponding function’s
hardware block; (ii) the function’s output is connected to the next
stage’s𝑅0; (iii) two optional inputs, depending on the specific helper
function called, that can read both the stack and packet frames;
and (iv) an optional output that will write the packet frames if the
helper function writes to the packet buffer. The helper function

2Several helper functions such as bpf_get_smp_processor_id() are meaningful
only for a CPU implementation, we provide a stub for those.

block can be implemented itself in a pipelined manner, with a vari-
able number of stages between input and output depending on the
complexity of the function. We highlight that multiple calls to the
same helper function will generate multiple instances of the same
hardware block, replicated in different pipeline stages in order to
avoid contention on the hardware resources.

3.5 Control Flow Enforcement
Finally, to enforce the program control flow we exploit an approach
similar to predication [27] used in microprocessors. eHDL generates
a set of control signals to enable/disable pipeline’s stages accord-
ing to the result of goto/jump instructions. That is, each packet
traverses all the pipeline stages independently from the specific
control flow path for that packet, however, only enabled stages
actually perform operations, whereas the disabled ones just move
the packet to the next stage.

The parallelization step described in Section 3.3 ensures that
all backward jumps are replaced with forward jumps, in order
to ensure that the entire program can be described as a strictly
forward-feeding pipeline. This is always possible, since eBPF forbids
unbounded loops.

4 CONSISTENCY AND OPTIMIZATIONS
A design generated by eHDL as described in Section 3 still does not
include access to maps, and requires significant hardware resources,
since it replicates packet and program state in each stage. This
section describes how we address maps access and data consistency,
and the packet framing and state pruning techniques we apply to
optimize the pipeline.

We conclude the section providing a complete example of the
hardware design generated for our running example from Listing 1,
and how it can be readily used with FPGA NICs.

4.1 eBPF Maps and Data Consistency
Maps are statically created when the eBPF program is first loaded.
eHDL identifies the maps’ parameters specified at compile time (such
as the number of entries and key size) and instantiates a suitable
hardware block called eHDLmap that implements the interface to-
wards the map memory. Here, notice that maps are accessed both
with the helper functions and with load/store instructions targeting
map memory.

Two specific helper functions perform lookups and updates to
the maps’ entries. These differ from helpers described in §3.4.2,
since their interface with the pipeline’s stages includes: 𝑅1 and a
portion of the stack, which is used as input (to store the key value
for the lookup/update); and 𝑅0, which is used as output. Another
key difference is that multiple calls of these helper functions to
access the same map correspond to multiple accesses to the same
hardware block. That is, while with other helper functions the hard-
ware block is always replicated for multiple function calls, helper
functions accessing the same map share a common hardware block
across pipeline’s stages. Thus, all the instances of the eHDLmap block
for a given map are in fact interfaced with a single memory area.
Load and Store instructions that access a map memory are also con-
nected to the corresponding eHDLmap block. Our current hardware
primitive supports multiple read-write channels to enable parallel
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access to the memory from different pipeline stages. Nonetheless,
in all the examined use cases at most two memory channels to the
same map were needed. It is important to notice that in all cases
the memory area also supports a suitable interface towards the
host machine, to enable communication with the host using the
standard eBPF tools, e.g., to read/write to the map from userspace.
Data consistency. As discussed already in Section 2, WAR and
RAW data hazard might occur whenever multiple pipeline stages
access the same map memory. However, the probability of facing
actual data consistency issues vary significantly. In particular, we
observe that there are two main uses of eBPF maps, in line with
classical approaches in designing network functions [38]. In a first
case, the eBPF map stores data related to a network flow, i.e., flow
state. That is, the key that identifies the corresponding map entry
in this case is a flow identifier. This case creates data hazards, but
only when packets belonging to the same flow are processed in
short sequence within the pipeline. In a second case, the eBPF
maps are accessed with keys that are not related to a network flow
identifier, i.e., global state. For instance, this is the case when an
eBPF program keeps counters, like in the example from Listing 1. In
this case, the data hazards may happen with high probability, since
the pipeline often accesses the same few entries, and potentially
for each processed packet.

4.1.1 Handling WAR. WAR hazards are handled in both cases with
the same approach. We describe our solution using the example
shown in Figure 6. There are four packets traversing in the pipeline,
and the packets belong to three different flows (♣,♥ and ♦) each
accessing a different memory address. Since pkt2 and pkt4 belong to
the same flow (♣), they access the samememory address. This would
cause a WAR hazard: the (𝑖 + 3)-th stage will read the value just
written by the processing happening at the earlier (𝑖)-th stage. To
prevent this issue, eHDL adds some additional registers (the shaded
box in Figure 6) that delay the actual writing of the value computed
in the 𝑖-th pipeline stage, until the reading of the (𝑖 + 3)-th stage is
finalized.

4.1.2 Handling RAW. Handling RAW hazards can significantly
benefit from the distinction between the flow and global state cases.
In fact, in the first case we flush the pipeline to maintain consistency,
This approach is similar to speculative execution, in which the
misspeculation corresponds to the case in which multiple packets

belong to the same flow. In the second case we utilize specific atomic
operators.
Per-flow state. In Figure 7 we show a RAW hazard in the case of
a per-flow eBPF map entry. In this case, the problem is due to the
reading of the value from the reading stage (the (𝑖)-th stage), before
writing the updated value from the writing stage (the (𝑖 + 2)-th).
Whenever this hazard is detected, we flush the pipeline discard-
ing any intermediate computation. The detection of this hazard is
done by a dedicated hardware block, the Flush Evaluation Block
(red block in Figure 7). The block stores the sequence of memory
addresses of unconfirmed read operations and, if one of these ad-
dresses is written, it issues a pipeline flush signal. In the example,
the Flush Evaluation Block stores the addresses corresponding
to pkt3 and pkt4 (say the ♥ and ♣ addresses) and compares these
values with the address to be written by pkt2 (♣) in the writing
stage. Since the addresses for pkt2 and pkt4 are the same, a hazard
is detected.

Flushing the pipeline requires to repeat the execution of all the
packets from the beginning of the pipeline up to the read stage,
which reduces the pipeline throughput. Thus, we evaluated alterna-
tive approaches, such as the one adopted by FlowBlaze [38], based
on pipeline stalling. In place of flushing, stalling introduces pipeline
"bubbles" while waiting for the memory write. Unfortunately, this
requires to identify the hazard during the reading stage, which is
only possible if the writing address can be inferred in advance. We
therefore decided to keep our approach with flushing as a single
generic solution. Nonetheless, as we will show in Section 5, this
does not significantly affect the throughput performance in real
cases. In fact, in practical cases the probability of a flush is relatively
low, which allows the pipeline to amortize the clock cycles spent to
repeat flushed computations.
Global state.When programs use maps to access a value with high
frequency, flushing the pipeline severely degrades throughput. This
type of access to maps introduces performance issues also in the
software implementation of eBPF, in which case the update requires
synchronizing memory accesses across the multiple CPU caches.
Nonetheless, in many use cases this type of access pattern is typical
to update variables such as counters, e.g., to collect aggregated
traffic statistics. For such cases, to avoid expensive locking of the
memory areas eBPF introduces atomic operations.3 An example
3https://reviews.llvm.org/D72184
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Figure 8: Design generated by eHDL for the input program bytecode reported in Listing 2

of such operations is in Listing 1, Line 22. Since programmers
already use this construct to improve the performance of their
eBPF programs, we can readily re-use these as is, and introduce
specialized hardware primitives that perform atomic operations on
map memory in an efficient manner. That is, this block performs
key-based lookup and value update in place, without copying back
the data to the pipeline’s register and stack memories. Conceptually,
these atomic operation primitives are similar to the ones proposed
in [40], for atomic operations on the registers of a switch data plane.

4.1.3 Multiple Hazard Occurences. Whenever multiple reads to
a single MAP are requested by a program, the buffer deployed to
overcome theWAR hazard is long enough to enable the last pipeline
stage that requests a read to actually perform a read on the previous
value. This is an easy solution with a relatively low impact on area
utilization. However, for what concerns RAW hazards, in order to
enable multiple writes to be performed after a MAP read we need
to instantiate a Flush Evaluation Block for every single map write
instruction. In this way, we can evaluate the hazards separately and
whenever a need for flushing is requested by either block, the pipe
will be flushed up to the requested pipeline stage. Of course, the
area utilization for this approach is not fully optimized however we
found that in the use cases evaluated, this need for multiple Flush
Evaluation Blocks for a single map read was never needed.

4.2 Packet Framing
In the generated pipeline as described so far, we assume that the
entire packet buffer is propagated in each stage. In practice, doing so
would be wasteful. In fact, a large share of network packets is much
smaller than the maximum packet size observed in the network. For
instance, in networks with a maximum packet size of about 1500B,
it is common to observe much smaller average packet sizes at 700B
or less. This is a common problem in any network hardware design,
and the typical solution is to chunk the packet in frames of smaller
size [48]. For example, typical frame sizes are 32B [47], and 64B [15].
In the designs generated by eHDL, framing the packet introduces
an additional factor of complexity, since an eBPF program can
theoretically access any part of the packet at any time. That is, the
processing performed by one of the pipeline’s stages might need to

access a packet frame that is located in a different pipeline stage.
To address the issue, eHDL enables connections between a stage’s
register and the packet frame located in previous stages. Here,
it should be noted that the frames located in previous stages are
simply propagated through the pipeline, since such stages are in fact
disabled. That is, processing in the pipeline advances synchronously
with the first packet’s frame. Also in this case, the used approach is
similar to a technique used in microprocessor pipelines, 𝑖 .𝑒 . stage
bypassing: the data coming from previous stages are anticipated to
the stage of the first frame of a packet to mantain data consistency.

A special case is when the frame to be accessed is not yet in
the pipeline by the time the processing requires it. For example,
this may happen if an instruction at the beginning of the program
accesses data at the end of a large packet. eHDL handles these cases
by introducing synthetic NOP stages, with the only goal of making
the pipeline longer.

It is worth noting that actual network functions rarely go deep
into the payload, so the hardware complexity is easy to manage.
During the development of eHDL, we discussed the possibility
of deploying elastic buffers to face the problem of accessing the
entirety of the packet within each pipeline stage, however we did
not develop such a solution since we didn’t see concrete use cases
in which we need to use this block.

4.3 State Pruning
Program state, i.e., registers and stack, is also replicated in each
stage. However, at any point the program uses only a subset of
the registers and stack. This is connected to the lifetime of the
defined variables. For example, in Listing 2, 𝑟2 is used last time in
instruction 11, and then re-assigned in instruction 21. Therefore,
between instructions 11 and 22, there is no need to keep the value
of 𝑟2. eHDL performs a similar analysis for all the registers and the
stack addresses. The resulting pipeline will have only the required
registers and stack memory in each of the stages.

4.4 Pipeline Example
In Figure 8 we show the high-level hardware design generated by
eHDL for the program from Listing 1. A few things can be pointed
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Table 1: Applications used for evaluation

Program Description
Simple firewall checks the bidirectional connectivity for UDP flows
Tunnel parse pkt up to L4, encapsulate and XDP_TX
Router parse pkt headers up to IP, look up in routing table

and forward (redirect)
DNAT an application performing dynamic source NAT
Suricata an Intrusion Detection System (IDS) [41]

out. First, instructions corresponding to program Lines 8-9 are not
present, since they are used to check that memory accesses are
always performed within the packet data length. This check is
readily implemented in hardware when accessing the packet frame,
and it can be therefore safely skipped. Second, the instruction-
level parallelism is at most two, and only few instructions can be
actually parallelized (See stages 1, 11, and 16). This is because our
running example is heavy on control flow, as demonstrated by the
several disable signals (the red bars in Figure) corresponding to
the if statements in the program. Finally, we can observe that
state pruning effectively reduces the number of registers and stack
memory propagated throughout the pipeline. Most of the stages (9)
only have a single 8B register, 6 stages have 2 registers and only
one stage has 3 registers. Without pruning, each stage would have
11 registers. Similarly, stack memory is only present in 2 stages out
of 20, and it is only big enough to hold the key required for the
lookup in the array map (4B in place of 512B). All combined, the
largest of the stages only requires 88B of memory (assuming 64B
packet frame + 24B for 3 registers) in place of the over 2KB it would
have required without packet framing and state pruning.

4.5 Integration in the NIC Shell
eHDL integrates automatically the generated pipeline in a target
NIC shell, which connects to the system I/O (e.g., network ports
and to the host’s PCIe bus). Without loss of generality, we target
the Corundum 100 Gbps NIC [15] for our prototype. We remark
that eHDL wraps the generated designs into a set of asynchronous
FIFO queues, in order to decouple them from the shell, giving the
option to use different clock frequencies for the shell (e.g., clocked
at 250 MHz) and the pipeline.

5 EVALUATION
We evaluate eHDLmeasuring the performance (throughput, latency,
energy) of the generated hardware designs, and their resource re-
quirements, and performing a set of microbenchmarks to assess
the impact of the design decisions discussed throughout the paper.
Finally, we qualitatively compare the eHDL programming experi-
ence with the one provided by HLS tools, when implementing the
program from Listing 1.
Testbed. eHDL designs are implemented targeting a 100Gbps Xilinx
ALVEO U50 NIC. To test the system end-to-end we use two directly
connected machines. One is equipped with a 100Gbps Mellanox
ConnectX-5 NIC, and runs a DPDK traffic generator capable of
generating line rate traffic with 64B packets (i.e., 148 Mpps). The
other machine hosts the Xilinx Alveo U50, or an NVIDIA Bluefield2
DPU, depending on the test. In all tests we measure the perfor-
mance at the traffic generator system, counting received packets

for throughput tests and using hardware timestamping for latency
tests. Depending on the test, we vary the number of generated flows
from 1 to over 100k. For some microbenchmarks we instrument
ad-hoc hardware counters into the FPGA. All our tests measure the
performance of applications running entirely within the NIC, and
do not transfer packets to the host system. In fact, in that case the
PCIe bus transfers and the operating system NIC’s driver would
become the bottlenecks.
Comparison terms. We compare hardware designs generated by
eHDL against those generated by the Xilinx SDNet P4 High-level
Synthesis compiler [44], which synthesizes hardware pipelines from
P4 programs [3]. The hardware pipelines target the same Xilinx
Alveo U50 used for eHDL. We also compare against running eBPF
programs on hXDP [5] and on an NVIDIA Bluefield2. To the best
of our knowledge, these are the currently available solutions that
support running full eBPF programs on the NIC, and they are both
processor-based. We use the latest version of hXDP, synthetized on
the same Alveo U50 used for eHDL. hXDP implements a single core,
2 lanes Very-Long-Instruction-Word processor, clocked at 250MHz.
The Bluefield2 (Bf2) combines two main subsystems: a switching
data plane based on the Mellanox ConnectX6 architecture; and
a battery of 8 general purpose Arm A72 cores running at up to
2.75GHz. The ConnectX6 receives the packets from the network
ports and can forward them directly to the host system, like a
regular NIC, or it can re-direct them to the Arm CPUs. In the latter
configuration, the Bf2 can run eBPF programs directly on the NIC,
leveraging the Arm CPU.
Test Applications. We use 5 unmodified real-world eBPF applica-
tions as input to eHDL. We summarize them in Table 1. The Tunnel
and Router applications are the Linux’s XDP applications included
with the kernel sources (tx_iptunnel and router_ipv4, respec-
tively). Both applications use global state to keep aggregated traf-
fic statistics. Simple Firewall is an application that tracks the
bi-directional connection establishment for flows defined by the
5-tuple. DNAT is an implementation of a dynamic source Network-
Address-Translation application. On the first packet of a flow, the
DNAT selects a new port/address combination. Any following
packet belonging to the bi-directional flow gets the source/des-
tination address/port accordingly translated. The port selection is
performed directly in the data plane, requiring read/write access
to the eBPF maps. Suricata is an open source Network Intrusion
Detection System, which generates eBPF programs to filter traffic as
early as possible [41]. In addition to parsing packets and checking
access control lists, Suricata keeps also track of aggregated traffic
statistics using global state. To compare against SDNet, we port the
eBPF programs for Simple Firewall, Router, Tunnel and Suricata to
equivalent P4 implementations. We could not implement the DNAT
in P4 [3], since there is no obvious way to define the dynamic port
selection within the data plane with SDNet P4.

5.1 Throughput and Latency
Figure 9.a (notice the log scale) shows the throughput measured in
our tests when generating 10k flows and 148Mpps (100Gbps). All
the hardware pipelines generated by eHDL can forward 148Mpps.
SDNet can also forward 148Mpps, however it cannot implement
the DNAT. hXDP can only forward 0.9-5.4Mpps depending on the
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the use case. The hXDP resources are the same for all use cases, since it is a processor-based design

use case. The Bf2 is comparable to hXDP when using a single Arm
cores (Bf2 1c), or slightly faster, growing linearly to over 10Mpps
when using multiple cores (Bf2 4c shows the result for 4 cores).

Figure 9.b shows the forwarding latency only for eHDL pipelines
and hXDP, for readability, since their latency results are 10x lower
than those of the Bf2, and thus directly comparable among each
other. In both cases, the latency is remarkably low for all use cases,
at about 1 microsecond.

The reported latency variation is explained looking at Figure 9.c,
where we report the number of stages for the eHDL pipelines, vs the
number of instructions of hXDP, and of the original bytecode. The
use cases with less pipeline stages experience lower latency. We can
also observe that both eHDL and hXDP can reduce the number of
original instructions, sometimes by about 50%. The latency of eHDL
and hXDP is in fact comparable since they both leverage instruction-
level parallelism in the same way. The small differences between
number of stages and number of hXDP instructions are due to
some architecture specific variations (e.g., eHDL might add stages
to implement helper functions in-line). However, the throughput
of eHDL pipelines is much higher since packets are processed in
parallel within the pipeline, whereas packets in hXDP are processed
one by one. We want to remark that we limited the testbed to a
250MHz frequency to match the 100Gbps scenario. We believe that
with extensive optimization higher frequencies are easily achievable
and thus higher rates too. Anyway, when optimizing to increase the
frequency there is the risk of reducing usability. In fact, excessive

optimization might lead to cases in which timing closure is not
always possible for the generated hardware.

5.2 Hardware Resources and Energy
Figure 10 shows the FPGA resources occupation for logic (LUTs) (a),
Flip-Flops (b) and BRAM (c). All the results include the Corundum
resources. eHDL requirements are roughly comparable to hXDP, and
significantly lower than those of SDNet-generated designs. This
is not surprising since SDNet instantiates generic programmable
parser and lookup tables [26]. eHDL generates instead designs that
are strictly tailored to the input program, hence very efficient.

We then measure the overall power absorption of the machine
under test during throughput tests, and for one minute of test,
while the machine’s CPU was idle in lowest power state. Pairing
this with the throughput results from Figure 9 helps in getting a
rough estimate of energy requirements, even if we have no visibility
in all NIC subsystems. We measured on average 80-85W when the
system under test hosts the Xilinx Alveo U50, with little variation
when the FPGA is flashed with eHDL, hXDP or SDNet hardware
designs. The same machine consumes 100-105W when hosting the
Bf2.

5.3 Impact of Flushing
eHDL pipelines are clocked at 250MHz and can forward a packet in
each clock-cycle, achieving a theoretical 250Mpps throughput. This
makes it hard to see the impact of flushing in the end-to-end tests
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Table 2: Packet loss and number of flush events for a leaky
bucket application with different real-world traces

Trace # lost packets # flushes
Caida 0 350k/sec
Mawi 0 124k/sec

presented so far. We therefore developed an application that has a
high chance of performing flushes, and instrumented the generated
pipeline with counters for flush events. The application is a Leaky
Bucket, which needs to track the time of reception of each packet to
check the packet forwarding rate. This leads to RAW hazards that
cannot be solved with atomic operations and thus to flush events.
We then used traffic traces to test the system under realistic flow dis-
tributions. We use two traces: one from CAIDA [1] (caida_20190117-
134900); and one fromMAWI [14] (mawi_202103221400). The traces
have an average packet size of 411B and 573B, and 184’305 and
163’697 5-tuple flows, respectively. Table 2 reports the results in
terms of number of lost packets and number of flushes per second,
when replying the traces at 100Gbps. Also in this case and as ex-
pected, the eHDL pipeline does not drop any packets. The combined
effect of larger than minimum packet sizes and a realistic distribu-
tion of flows is such that the probability of flushing is low. In fact,
we measure a relatively low number of pipeline flush events per
second (in any case below 350k). For reference, when replicating
the CAIDA trace, but changing the eBPF program to access always
the same map address (i.e., like if all the packets were part of a
single flow), the maximum achieved throughput degraded from the
29Mpps to 12Mpps (i.e., about 40Gbps), showing the effectiveness of
our data hazard handling method. For further analysis, we present
a detailed analytical study of flushing in Appendix.

5.4 Impact of State Pruning
We show the impact of the state pruning optimizations, using the
pipeline from Figure 8 and comparing it to a pipeline generated for
the same program, but with state pruning disabled. In these results,
we count only the hardware resources required by the pipeline (i.e.,
without the overhead of Corundum). The pipeline without state
pruning requires 46%, 66% and 123% more LUTs, Flip-Flops and
BRAM than the pipeline with pruning enabled, respectively.

5.5 Programming Experience
Finally, we describe the differences between the eHDL and Vitis
HLS workflows, to clarify why current HLS tools are not a suitable
solution for network function developers.

Coding the program in Listing 1 to make it work with Vitis HLS
required a hardware expert to define I/O interfaces and pragmas.
We report the complete source code in Appendix, while here we
point out to some examples.

The function inputs are of type stream<axiWord>, i.e., the pro-
grammer is required to implement state machines to reconstruct
the packet data that is chunked in frames, and be knowledgeable
with the AXI stream protocol, e.g., handling control signals such as
valid and ready. On the contrary, with eHDL it is possible to work
directly at packet level. Variables need to be annotated with several
pragmas, such as:

#pragma interface mode=axis port=ethStreamIn
#pragma HLS STREAM variable=key depth=256

These tell how to connect to other modules within the hardware
design, and how to drive specific hardware design choices, such as
type of memory resource and datapath width. The implications of
these choices require deep hardware expertise. In contrast, with
eHDL the code from Listing 1 is all that is needed.

In terms of toolchain, eHDL starts from the eBPF bytecode gener-
ated by the compilation of the program in Listing 1, and generates
the firmware ready to be loaded on the Xilinx U50. In contrast, with
Vitis HLS the programmer has to: (i) (re)implement the network
function in C++ using the proper hardware annotations; (ii) gener-
ate an IPcore using HLS; (iii) manually connect the IPcore to the
NIC shell to implement the end-to-end FPGA hardware design.

6 DISCUSSION AND LIMITATIONS
Software and hardware programming. eHDL enables software
network programmers to define their own hardware. For instance,
accelerating Suricata took us about 1h, mostly spent in hardware
synthesis. eHDL could readily generate the hardware design from
the cloned Suricata’s GIT repository, in few seconds, giving us an
FPGA NIC-accelerated Suricata appliance. Currently, technology
vendors need months of development to achieve the same, e.g., [31].
Here, it is worthy of notice that even the interface with the host
system stays unchanged: programmer receive network data using
sockets (e.g, of the type AF_XDP for fast packet processing); and
they can update the memory hosted on the NIC using the standard
eBPF map interface towards user space.

For what concerns the interactions with the host system, we did
not find cases in which the eBPF map host accesses significantly
affect data plane performance. We observe two most common kinds
of interactions between the host system and eBPF maps:

• The data plane writes on the maps, the host only reads them.
This is typical of monitoring applications (e.g., to fetch statis-
tics). The map reads occur at a much lower frequency than
accesses required for packet processing; furthermore, FPGAs
can easily implement memories with multiple read ports to
fully parallelize reads.

• The host writes maps, the data plane only reads them. This
is the case of applications such as Access Control Lists and
Routing, which usemaps that host policies (e.g., a forwarding
table). Also in these applications, the write access frequency
is orders of magnitude lower than the map read frequency
required by data plane processing, and thus the performance
impact is negligible.

Reasoning for pipeline packet-streaming. The level of optimiza-
tion that we manage to achieve when analyzing the eBPF program
allows us to deploy the pipeline architecture as discussed. Nonethe-
less, FPGA experts might find the generated pipelines similar to
an instance of a complex shifter register, with significant FPGA
resource requirements. In practice, as we discussed in Section 5.4,
our optimization is able to prune the number of used registers sig-
nificantly. Furthermore, the target architecture (the FPGA) has a
huge number of registers and is able to use a single LUT as a shift
register, further reducing resource usage. If resources are still a
concern, a simple technique to reduce them would be to indirectly
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index several FPGA block RAMs, reducing the number of registers
used for the shifter register. However, after the first tests, we real-
ized that also without these solutions, eHDL generated relatively
resource-efficient pipelines. In addition, it is interesting to high-
light that one of the targets of our work is to face the worst case
of minimum packet size. This is a classic worst-case in network
applications. For this scenario, we need to access the packet data
and state of multiple packets. With our solution eHDL is able to
process one minimum packet per pipeline stage (more than 100
packets in parallel in the longer pipelines). We suspect that indirect
access to data would instead fragment the memories so much that
the FPGA synthesis would map them into registers, thereby obtain-
ing a similar (or worse) final result, i.e., using many of the FPGA
registers.
Comparison with SIMD architectures. One alternative design
option to scale throughput could be a parallel, SIMD-style archi-
tecture, such as a multi-core version of hXDP. Nonetheless, this
approach has several drawbacks. SIMD processing of several pack-
ets in parallel requires processed packets to follow the same control
path. In general, this requires batching packets that can be pro-
cessed in parallel. Even assuming that a solution to implement
proper batching at packet processing speeds is available, batch-
ing still adds processing latency and increases buffer size (there
would be a need to keep multiple batches to hold the packets re-
quiring the same type of processing). These are major drawbacks
in high performance network devices. Furthermore, in order to
achieve a 10x throughput improvement using a design built with a
multi-core hXDP approach, ignoring cross-core memory synchro-
nization issues for simplicity, and assuming a perfect linear scaling,
we would need 10 hXDP cores. This would translate to about 10x
larger hardware resource requirements than eHDL.
Limitations and open issues. eHDL provides the flexibility of
eBPF and the performance of specialized hardware, but there are
still limitations and open issues.
Target Platform. eHDL defines a hardware design at the HDL level.
This means that the design is readily suitable for existing FPGA
targets. It is still unclear if defining hardware features for NICs
using eBPF would be a valuable tool also for chip designers, in
addition to FPGA users.
Accessing host’s maps. While eHDL designs are able to access host’s
memory and maps located in the Linux environment, doing so
comes with a performance penalty due to data movements between
NIC and host system, e.g., PCIe transactions. Therefore, while pro-
grams run unchanged on e.g., an FPGA NICs, operators need to be
aware of the accessed maps location, when performing program de-
ployments. Automatically managing and orchestrating the runtime
of programs on heterogeneous architecture is an open research
problem.
Program changes. eBPF programs are usually loaded at runtime.
Even when targeting an FPGA platform, which supports hardware
reconfiguration, the synthesis of an eHDL-generated pipeline usu-
ally takes few hours, due to the hardware synthesis process. Thus,
development cycles for network functions, as well as servicing pro-
cedures need to change. Even if a synthesized pipeline is already
available for an FPGA target, loading it requires putting the FPGA
NIC out of service, to re-flash it. Considering the low resource re-
quirements of eHDL pipelines, we plan to explore the use of dynamic

partial reconfiguration to enable dynamic loading of programs in
future.

7 CONCLUSION
eHDL generates specialized hardware architectures to run (unmodi-
fied) eBPF programs provided as input. The generated hardware can
run such programs at line rate on current 100Gbps FPGA NICs (and
up to 250Mpps), with an end-to-end forwarding latency of about
1`𝑠 . Unlike general high-level synthesis tools, eHDL does not require
any hardware expertise. Compared to network-specific high-level
synthesis tools, it is instead capable of handling more expressive
stateful programs. Given that eHDL designs can already forward
higher packet rates than the maximum supported on a 100Gbps
port (250Mpps vs 150Mpps), and considering the small hardware
resource requirements and the pipelined processing model, we spec-
ulate that a similar design is also suitable to address the needs of
NICs with higher port speeds (e.g., >200Gbps). We believe eHDL is
a first step towards enabling network application developers to de-
fine their own NIC’s hardware functions, thereby scaling per-node
performance for the upcoming faster network port speeds.
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A APPENDIX
A.1 Modeling of Throughput Degradation Due

to Flushing
We can analytically compute the throughput achievable when flush-
ing occurs considering two parameters: (i) the number of stages
𝐾 that are flushed, which in the current implementation are the
stages from the beginning of the pipeline up to the stage where
a data hazard occurred, and (ii) the number of stages 𝐿 between
the write and the read stages. It must be noted that in the current
implementation𝐾 has an additional overhead of 4 clock cycles used
to reload the pipeline after a flush.

If we have 𝑁 flows, and we suppose that the flows are uniformly
distributed it is possible to compute the flushing probability as the
probability that two packets of the same flow are inside one of the
𝐿 stages. This is the standard birthday paradox, so the flushing
probability can be roughly approximated as:

𝑃𝑢
𝑓
= 1 − 𝑒−

𝐿2
2𝑁 (1)

A more realistic setting uses a Zipfian distribution of the packets,
in which 𝑖 − 𝑡ℎ flow has a frequency 𝑓𝑖 ∝ 1/𝑖 . Since

𝑁∑︁
𝑖=1

1/𝑖 ≈ 𝑙𝑛(𝑁 )
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we can define the probability of getting the 𝑖 − 𝑡ℎ flow as 𝑃𝑍
𝑖

=
1

𝑖 ·𝑙𝑛 (𝑁 ) , where the 𝑙𝑛(𝑁 ) factor is used to normalize to 1 the sum
of all the 𝑃𝑍

𝑖
.

The flushing probability 𝑃𝑍
𝑓
(𝑖) caused by the 𝑖 − 𝑡ℎ flow can be

approximated as the probability to have at least two occurrences of
the 𝑖 − 𝑡ℎ flow in 𝐿 trials. This can be computed as

𝑃𝑍
𝑓
(𝑖) ≈ 𝐿(𝐿 − 1)

2
(𝑃𝑍𝑖 )2 (1 − 𝑃𝑍𝑖 )𝐿−2

Thus the overall 𝑃𝑍
𝑓
is

𝑃𝑍
𝑓
=

𝑁∑︁
𝑖=𝑖

𝑃𝑍
𝑓
(𝑖)

Considering a theoretical throughput of one packet for clock
cycles we can achieve up to𝑇 = 250𝑀𝑝𝑝𝑠 when no flushing occurs.
When the flushing occurs the throughput decreases to 𝑇𝑓 = 𝑇 /𝐾 .
Thus the overall throughput of the pipeline 𝑇𝑝 is

𝑇𝑝 =
𝑇

(1 − 𝑃𝑓 ) + 𝐾𝑃𝑓
(2)

we can retrieve the maximum number of stages 𝐾𝑚𝑎𝑥 that can
be flushed maintaining a minimum pipeline throughput as:

𝐾𝑚𝑎𝑥 =
𝑇 /𝑇𝑝 − (1 − 𝑃𝑓 )

𝑃𝑓
(3)

In all the practical settings the number of flows is at least 50K
and 𝐿 is limited. We reported in table 3 the number 𝐾 of stages to
be flushed and the number of stages 𝐿 between the read and the
write stage for the use cases discussed in §5 for the performance
assessment. It is possible to see that 𝐿 is usually in the range 1-3. It is
worth to notice that for many of the use case in the table, the atomic
primitive could be also used to avoid flushing. The only exception
in the value of 𝐿 is the DNAT use case in which the delay between
the read and write stage is significant. This is due to the nature of
the network function that need to execute a complex sequence of
instructions when a miss occurs in the first read operation. This
corresponds to the binding of a new flow in the connection table.

Table 3: Pipeline throughput 𝑇𝑝 for different use cases sup-
posing 50K flows with a Zipfian distribution.

Program K L 𝑇𝑝

Simple firewall N/A N/A N/A
Tunnel 109 2 120 Mpps
Router 41 2 178 Mpps
DNAT 33 51 N/A
Suricata 59 3 91 Mpps
Leaky_bucket 39 5 52 Mpps

It must be noticed that the impact of the flushing on this case only
happens when a new flow arrives, while in the standard condition
no write operations are done into the eBPF maps, and thus no
flushing will occur in the pipeline. Excluding this case, we can
compute the 𝐾𝑚𝑎𝑥 that can sustain 148 Mpps (corresponding to the

saturation of the 100 Gbps link) with different values of 𝐿, under
the assumption of Zipfian distribution, as reported in table 4. We
can also report the maximum𝑇𝑝 achievable by the specific program
in the last column of table 3.

Table 4: Maximum number of stages that can sustain maxi-
mum throughput for different values of L, under the assump-
tion of Zipfian distribution

L 𝑃𝑍
𝑓

𝐾𝑚𝑎𝑥

2 1% 61
3 3% 21
4 6% 11
5 10% 7

As can be seen, there are several use cases that theoretically
cannot sustain the Zipfian traffic condition with minimal-size pack-
ets. Furthermore, it is possible to reduce the number 𝐾 of stages
to be flushed by inserting an elastic buffer in the pipeline. This
buffer should store the pipeline registers when the flushing signal
is raised, without propagating the flushing up to the beginning of
the pipeline. This reduces the throughput penalty to the number of
stages between the elastic buffer and the write stage. However, the
experiments that we presented in section §5 shows that the actual
degradation of the throughput is much less significant than the one
foreseen from this model. Thus we did not use the elastic buffer to
reduce the number of stages in the current implementation of the
eHDL toolchain.

We also remark that for several of the above-reported use cases,
we in fact apply the atomic operations block, which prevents the
need to flush the pipeline.

A.2 Flushing with Side Effects
eHDL flushes a pipeline in case of a RAW hazard. If a program
accesses multiple maps during its execution, there is a risk that
a pipeline that already modified values in earlier maps is flushed
while accessing a later map, thereby leading to a wrong system
state. This problem is addressed by constraining the portion of the
flushed pipeline. That is, when a pipeline includes multiple map
accesses, elastic buffers (similar to the packets input queue) are
added in between pipeline stages. Flushing happens only starting
from the last buffer, instead of propagating until the start of the
pipeline. This way, writing to earlier maps is not repeated if there
is a need to flush later stages of the pipeline.

A.3 Instruction Level Parallelism
In Section 3.3, we mention that a key feature of eHDL is the ability
to leverage ILP to generate faster pipelines, without the need to
compromise on hardware resources. In fact, eHDL’s area usage is
directly proportional to the number of pipeline stages it has to
implement. Thus, a reduction in the number of stages is crucial
to the minimization of used hardware resources: each instruction
processed in parallel with other ones shortens the pipeline by one
stage. Table 5 reports ILP values associated with the use cases
discussed in the paper.
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1 void lookup_and_incr(

2 stream <ap_uint <16>> &key) {

3 #pragma HLS PIPELINE II=1

4 #pragma HLS INLINE off

5 static ap_uint <64> curr_value;

6 static ap_uint <64> updating_value;

7 static enum aState

8 {map_IDLE , map_UPDATE} mapState;

9 static hashTableEntry hashTable [256];

10 hashTableEntry currEntry;

11 hashTableEntry updatingEntry;

12 #pragma HLS BIND_STORAGE variable=

hashTable type=RAM_1P impl=BRAM

13 #pragma HLS DEPENDENCE variable=hashTable

14 inter false

16 switch(mapState) {

17 case map_IDLE:

18 if (!key.empty()) {

19 key.read(currEntry.key);

20 currEntry.value =

21 hashTable[currEntry.key].value;

22 mapState = map_UPDATE ;}

23 break;

24 case map_UPDATE:

25 updatingEntry.value=currEntry.value + 1;

26 updatingEntry.key =currEntry.key;

27 hashTable[updatingEntry.key] =

28 updatingEntry;

29 mapState = map_IDLE;

30 break;

31 }

32 }

Listing 3: Lookup function for the program in Vitis-HLS

1 void toy_HLS(

2 stream <axiWord >& ethStreamIn ,

3 stream <axiWord >& ethStreamOut ,

4 stream <axiWord >& pcieStreamOut){

5 #pragma HLS INTERFACE ap_ctrl_none

6 port=return

7 #pragma HLS DATAFLOW

8 #pragma HLS interface

9 mode=axis port=ethStreamIn

10 #pragma HLS interface

11 mode=axis port=ethStreamOut

12 #pragma HLS interface

13 mode=axis port=pcieStreamOut

14 static stream <ap_uint <16> > key;

15 #pragma HLS STREAM variable=key depth =256

16 #pragma HLS aggregate variable=key

17 parse_key(ethStreamIn , ethStreamOut ,

18 pcieStreamOut , key);

19 lookup_and_incr(key);

20 }

Listing 4: Main body for the program in Vitis-HLS

1 void parse_key(

2 stream <axiWord >& ethStreamIn ,

3 stream <axiWord >& ethStreamOut ,

4 stream <axiWord >& pcieStreamOut ,

5 stream <ap_uint <16>>& keyStream){

6 #pragma HLS PIPELINE II=1

7 #pragma HLS INLINE off

8 static uint16_t wordCount , key;

9 axiWord currWord;

10 packet pkt;

11 if (! ethStreamIn.empty()) {

12 ethStreamIn.read(currWord);

13 ethStreamOut.write(currWord);

14 switch(wordCount) {

15 case 0:

16 pkt.dstMac = currWord.data(47, 0);

17 pkt.srcMac (15,0)=currWord.data (63 ,48);

18 break;

19 case 1:

20 pkt.srcMac (47 ,16)=currWord.data (31,0);

21 pkt.ethType = currWord.data(47, 32);

22 pkt.hwType = currWord.data(63, 48);

23 break;

24 default: break ;}

26 if (currWord.last == 1) {

27 key = 0;

28 if (pkt.ethType == ETH_P_IP)

29 key = 1;

30 else if (pkt.ethType == ETH_P_IPV6)

31 key = 2;

32 else if (pkt.ethType == ETH_P_ARP)

33 key = 3;

34 keyStream.write(key);

35 wordCount = 0;

36 }else

37 wordCount ++; }

38 }

Listing 5: Parse function for the program in Vitis-HLS

Table 5: Instruction level parallelism values achievable for
the eBPF usecases tested.

max ILP avg ILP
Simple Firewall 3 1.48

Tunnel 15 2.37
Router 5 1.54
DNAT 7 1.67

Suricata 3 1.42

As previously highlighted in Section 3.3, eHDL does not face the
design trade-offs of fixed processors architectures. For instance,
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each stage can grow to an arbitrary amount of instruction paral-
lelism. For example in some cases, like Tunnel, there is at least one
stage with 15 instructions executed in parallel. This is the outcome
of a looser set of control and data dependencies in the program.
When considering all the stages, the average ILP for the imple-
mented eBPF programs is instead between 1.5 and 2.5. This is in
line with the numbers reported by previous work [5].

A.4 C++ Program for Vitis HLS
We report the C++ source code we developed to implement with
Vitis HLS an equivalent version of the program we used as running
example we used throughout the paper. As it can be seen by the
amount of code and exotic data structure and pragmas, state-of-
the-art HLS tools expect the programmers to be in fact a hardware
expert. The program is split in three parts for readibility: Listing 4
contains the program "entry point"; Listing 5 implements packet
parsing; and Listing 3 implements the "map" lookup and value
update function.
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